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PRACTICE OF EPIDEMIOLOGY


Commentary: Facing the Challenge of Gene-Environment Interaction: The 
Two-by-Four Table and Beyond 

Lorenzo D. Botto1 and Muin J. Khoury2 

As a result of the Human Genome Project, epidemiologists can study thousands of genes and their interaction 
with the environment. The challenge is how to best present and analyze such studies of multiple genetic and 
environmental factors. The authors suggest emphasizing the fundamental core of gene-environment 
interaction—the separate assessment of the effects of individual and joint risk factors. In the simple analysis of 
one genotype and an exposure (both dichotomous), such study can be summarized in a two-by-four table. The 
advantages of such a table for data presentation and analysis are many: The table displays the data efficiently 
and highlights sample size issues; it allows for evaluation of the independent and joint roles of genotype and 
exposure on disease risk; and it emphasizes effect estimation over model testing. Researchers can easily 
estimate relative risks and attributable fractions and test different models of interaction. The two-by-four table is 
a useful tool for presenting, analyzing, and synthesizing data on gene-environment interaction. To highlight the 
role of gene-environment interaction in disease causation, the authors propose that the two-by-four table is the 
fundamental unit of epidemiologic analysis. Am J Epidemiol 2001;153:1016–20. 
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Almost all human diseases result from gene-environment 
interaction. Proving, documenting, and quantifying this 
statement is a long-sought goal of the scientific community 
and one that, if achieved, could provide fundamental insights 
into the causes, courses, and prevention of many conditions. 
Knowing what genes to assess has been a major challenge— 
a challenge that the explosive growth of genetic technology 
is rapidly overcoming. As a result of the Human Genome 
Project, the sequences of thousands of genes are already 
available, and the complete catalogue of human genes is 
within reach (1, 2). Thus, although the development of envi­
ronmental biomarkers has been less spectacular, scientists 
already can study diseases in relation to multiple genes and 
their variants. For example, the risk for venous thrombosis is 
being studied in relation to variants of the factor V, pro­
thrombin, and 5,10-methylenetetrahydrofolate reductase 
genes, as well as to blood homocysteine levels and oral con­
traceptive use (3–6). Similarly, the risk for spina bifida is 
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being studied in relation to variants of folate-related genes 
(e.g., 5,10-methylenetetrahydrofolate reductase, cystathione-
beta-synthase, methionine synthase, and methionine syn­
thase reductase) and blood levels of selected vitamins (folate, 

12) (7–10). We can safely predict that such studies of multi­
ple genetic factors will increase in the near future. 

From an epidemiologic perspective, however, this bounty 
of risk factor information presents a major challenge: how to 
best present and analyze studies of multiple genetic and 
environmental factors. Epidemiologists have long grappled 
with this issue, usually in relation to the concept of interac­
tion (see Greenland and Rothman (11) for a summary), but 
the literature reveals no consistent approach. 

In this commentary, we suggest emphasizing the funda­
mental core of gene-environment interaction—the separate 
assessment of the effects of individual and joint risk factors. 
Such an approach has many practical advantages that we 
illustrate with some simple study scenarios. 

THE TWO-BY-FOUR TABLE: THE FUNDAMENTAL UNIT 
OF ANALYSIS OF GENE- ENVIRONMENT INTERACTION 

The simplest case of gene-environment interaction is that 
of two dichotomous factors (e.g., presence or absence of a 
genotype and presence or absence of an environmental risk 
factor). In the case of a single biallelic gene, it can be argued 
that the genetic exposure has inherently three, rather than 
two, levels (zero, one, or two alleles). In some such cases, it 
may be worthwhile to show the full data. In many cases, 
however, it is useful to think more generally of presence or 
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TABLE 1. Layout for a case-control study assessing the effect of a genotype and an environmental factor 

G* E* Cases Controls Odds 
ratio Contrast Main 

information 

+ + a b ah/bg A A vs. D Joint genotype and environmental factor vs. none 
+ – c d ch/dg B B vs. D Genotype alone vs. none 
– + e f eh/fg C C vs. D Environmental factor alone vs. none 
– – g h 1 D Common reference 

Other Odds Main 
measures ratio information 

Case only odds ratio ag/ce Departure from multiplicative model of interaction 
Control only odds ratio bh/df Independence of factors in the population 
Multiplicative interaction A/(B × C) Deviation from multiplicative model of interaction 
Additive interaction A – (B + C – 1) Deviation from additive model of interaction 

Stratified 1a ad/bc Association with environmental factor among people with the genotype 
Stratified 1b eh/fg Association with environmental factor among people without the genotype 
Stratified 2a af/be Association with genotype among people exposed to environmental factor 
Stratified 2b ch/dg Association with genotype among people not exposed to environmental factor 

* G, genotype; E, environmental factor. 

absence of a genotype (or a set of genotypes). Such a geno­
type (or set of genotypes) could include, in principle, 
combinations of alleles at multiple loci. For example, in a 
dominant system in whom carriers of one or two copies of a 
specific allele may have the same genetic susceptibility, the 
genotype could be dichotomized as with or without the 
high-risk allele. 

For illustration, we present scenarios in a case-control set­
ting, in which we assume the ideal conditions of an unbi­
ased, unconfounded, incident-case study. We will further 
assume that the odds ratios in the study are valid estimations 
of relative risks. 

A case-control study of a genotype and an exposure (both 
dichotomous) can be presented in a two-by-four table (table 
1). The same reference group is used to compute three odds 
ratios, those for each factor alone and those for the combi­
nation of genotype and exposure. Such odds ratios are the 
basic, direct measures of association. 

Such presentation has several advantages (table 2). The 
role of each factor is independently assessed both in terms 
of odds ratios and of attributable fraction. The odds ratios 
can be combined to assess departures from specified models 
of interactions (e.g., multiplicative or additive). Table 2 also 
provides the distribution of the exposures among controls 
and helps evaluate the independence of the distribution of 
the genetic and environmental factors in the underlying pop­
ulation. Finally, a case-only odds ratio can be easily derived 
and used as a comparison with findings from case-only stud­
ies in the literature. 

The two-by-four table approach to presenting gene­
environment interactions is appealing for several reasons. 
First, it is efficient: It summarizes, without loss of detail, 
seven two-by-two tables and generates a comprehensive set 
of effect estimates that none of the latter, individually, can 
match. Second, the table highlights potential sample size 
issues: Cell sizes are directly presented, and confidence inter­
vals show their effect on statistical power. Third, the two-by-

four table approach emphasizes effect estimation over model 
testing: The relative risk estimates associated with the joint 
and individual exposures are the primary elements of an inter­
action, whereas departures from specific models of interac­
tions are derived parameters and are explicitly labeled as 
such. Finally, because most, if not all, human diseases result 
from the joint effect of genes and the environment, it can be 
argued that the two-by-four table—and not the two-by-two 
table—is the fundamental unit of epidemiologic analysis. 

TABLE 2. Advantages of the two-by-four table in the study 
of gene-environment interactions 

Advantages of the 2 × 4 table 

1. The primary data are displayed clearly and completely. 

2. The primary measures of association—relative risk estimates 
for each factor alone and for the joint exposure—are readily 
generated. Because they use the same reference group, 
these estimates can be compared. 

3. Attributable fractions can be computed separately for each 
exposure alone and for the joint exposure. 

4. Relative risk estimates can be used to assess the relation 
between the joint exposure and the individual exposures. 
For example, the departure from additive or multiplicative 
models of interactions can be readily derived from the table. 

5. Risk estimates stratified by either exposure can also be 
calculated if needed. 

6. For case-control studies, the case-only and control-only odds 
ratios can be computed easily. For adequately chosen 
control groups, the control-only odds ratio estimates 
exposure dependencies in the underlying population. 
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TABLE 3. Analysis of oral contraceptive use, presence of factor V Leiden allele, and risk for venous thromboembolism* 

ExposureAF-Exp† AF-Pop† frequency inFactor V† OC† Cases Controls OR† 95% CI† (%) (%) controls (%) 

+ + 25 2 ORge† 34.7 7.83, 310.0 97.1 15.7 1.2 
+ – 10 4 ORg† 6.9 1.83, 31.80 85.6 5.5 2.4 
– + 84 63 ORe† 3.7 1.28, 6.32 73.0 39.6 37.3 
– – 36 100 Reference Reference 59.2 

Total 155 169 

Expected ORge Departure from expected 

Additive 3.7 + 6.9 – 1 = 9.6 34.7 – 9.6 = 25.07 
Multiplicative 3.7 × 6.9 = 25.7 34.7/25.7 = 1.4 

* Modified from Vandenbroucke et al. Lancet 1994;344:1453–7. The departure of the observed from the expected effect of the joint 
exposure depends on the definition of no interaction, as shown below for simple additive and multiplicative definitions, where G = genotype 
and E = environmental factor. 

† Factor V: +, presence of factor V Leiden allele (heterozygotes and homozygotes), –, absence of factor V Leiden allele; OC, oral con­
traceptive: +, current use of oral contraceptives; –, no current use of oral contraceptives; OR, odds ratio; CI, confidence interval; AF-Exp (%), 
attributable fraction (percent) among exposed cases; AF-Pop (%), attributable fraction (percent) among all cases in the population; ORge, 
odds ratio for disease among oral contraceptive users with the susceptibility genotype; ORg, odds ratio for disease among nonusers with the 
susceptibility genotype; ORe, odds ratio for disease among oral contraceptive users without the susceptibility genotype. 

THE TWO-BY-FOUR TABLE: A SIMPLE APPLICATION 

To illustrate the value of the two-by-four table approach 
with two dichotomous factors, we used a case-control study 
of venous thromboembolism in relation to factor V Leiden 
and oral contraceptive use (12). When so rearranged (table 
3), the data show clearly the odds ratios for factor V Leiden 
and oral contraceptive use alone (6.9 and 3.7, respectively) 
and for their combination (34.7). In addition to these odds 
ratios, as their relevance to possible causation, table 3 shows 
information of public health interest, such as the relatively 
high frequency of these exposures (e.g., 2.4 percent for fac­
tor V Leiden and 1.2 percent for the joint exposure) and their 
attributable fractions (5.5 and 15.7 percent, respectively). 

In contrast, classic stratified analysis, in which the associ­
ation between the oral contraceptive use and venous throm­

bosis is assessed separately among those with and those 
without the factor V Leiden polymorphism, does not easily 
provide such primary information and emphasizes departure 
from a specified (multiplicative) model of interaction (table 
4). When it is of interest, interaction models can be tested by 
using the data from the two-by-four table, but such testing is 
not restricted to multiplicative models, and the model itself is 
labeled (table 3). Finally, the relation of the risk factors 
within the case and the control groups can be assessed sepa­
rately (table 4). In the first case, the relation can be summa­
rized as a case-only odds ratio, as in a case-only study. The 
case-only design is an efficient and valid approach to screen­
ing for gene-environment interaction, under the assumption 
of independence of exposure and genotype in the population 
(13, 14), and the role of such studies in the epidemiologic 
approach to complex diseases has been reviewed (15, 16). In 

TABLE 4. Comparing the stratified and case-only approaches with the 2 × 4 approach* 

Factor V present Factor V absent Ratio of 

No. of No. of No. of No. of odds 

cases controls cases controls ratios 

Analysis stratified on 
factor 5 

Oral contraceptive use + 25 2 84 63 
– 10 4 36 100 

OR† (95% CI†) 5.0 (0.8, 31.8) 3.7 (2.2, 6.1) 1.4 
Case-only and control-only 

odds ratios 
Case-only odds ratio (25 × 36)/(10 × 84) = 1.1 
Control-only odds ratio (2 × 100)/(4 × 63) = 0.8 1.4 

* The data are taken from table 3. Note that ratios of odds ratios are identical to departure from the 
multiplicative model (table 3). 

† OR, odds ratio; CI, confidence interval. 

Am J Epidemiol Vol. 153, No. 10, 2001 



The Challenge of Gene-Environment Interaction 1019 

the second case, the association of risk factors among con­
trols provides important information on potential dependen­
cies of the risk factors in the underlying population. Taken 
together, these two odds ratios can be used to compare results 
of case-only studies in the literature and to verify the valid­
ity of their assumptions. 

BEYOND THE TWO-BY-FOUR TABLE 

The two-by-four table, although simple, may adequately 
summarize some, but probably not all, epidemiologic rela­
tions. First, there may be more than two relevant factors. 
Because the number of exposure combinations grows 
quickly (2n for n dichotomous factors), the corresponding 
table rapidly becomes unwieldy. However, in some cases, it 
may be possible to revert to simpler tables by selecting 
appropriate contrasts of genotypes (or sets of genotypes) 
and environmental exposures. Second, the relation between 
exposure and outcome can be other than dichotomous, i.e., 
more generally graded or continuous (dose-response), as 
with smoking and lung cancer or obesity and hypertension. 
Dichotomizing exposure and disease has worked remark­
ably well for epidemiologists; how often dichotomizing 
genotypes will provide a reasonable summary of their effect 
is much less clear, particularly for common gene variants 
and common, complex diseases. In the general case of n 
exposures, each with its dose-response curve, the response 
surface is best described as an n-dimensional manifold. 
Third, as more factors are involved, the complexity of the 
interactions may be such that they cannot be adequately 
described by simple multiplicative or additive models. 

These limitations also highlight two issues that will 
increasingly tax epidemiologists as they try to unravel the 
web of gene-environment interactions. First, new or 
improved epidemiologic methods may be needed to deal 
with such complex situations. For example, researchers have 
suggested utilizing regression models and neural networks, 
traditionally used in modeling the probability of clinical out­
comes (17, 18), to study of gene-environment interactions 
(19–21). So far, these approaches have limitations: The out­
put of regression models, for example, is model dependent; 
neural networks, although, in general, less dependent on 
prior model specification (19–21), may be limited in their 
ability to explicitly estimate dependencies among risk factors 
(19, 20). 

The second issue relates to sample size. As the number of 
factors under study increases so do the strata that have to be 
defined within the study. At typical sample sizes, increasing 
the number of factors quickly reduces per-stratum size 
(table 2, control group), reducing statistical power. Thus, 
negative findings should be interpreted carefully. Scientists 
should consider conducting collaborative studies to increase 
sample size and power while striving to decrease or control 
for extraneous genetic heterogeneity. 

Finally, the two-by-four table approach highlights and 
may in part resolve the issue of terminology. Historically, 
the assessment of multiple factors has been closely associ­
ated with the concept of interaction, which in itself has been 
controversial (11). In part, the debate was generated by the 

use of the term “interaction” for different concepts; for 
example, biologic, public health, and statistical concepts of 
interaction have been distinguished. The two-by-four table 
approach illustrates a possibility to avoid these terms, as true 
interactions will have a biologic basis, should be expressed 
also in public health terms, and can be subject to statistical 
evaluation. In their place, epidemiologists can simultane­
ously present and clearly label the odds ratios, attributable 
fractions, and excess case load, as well as statistical tests of 
explicitly defined interaction models. 

In conclusion, researchers are challenged to apply epi­
demiologic methods to increasingly complex data on gene­
environment interaction. Carefully conducted collaborative 
studies may provide adequate sample size. A clear presenta­
tion and analysis of the core elements of these interactions 
(the data distribution and the primary measures of associa­
tion) may increase the information that can be extracted 
from the data. One should not be misled into believing that 
all gene-environment interaction can be immediately 
reduced to a simple eightfold table. Nevertheless, we pro­
pose that the two-by-four table and its immediate extensions 
are fundamental tools to documenting and studying gene­
environment interaction. 
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